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NQ U Ufun
10122231101 | fugiuwazuwndnmsuiugulanatiyyUssivg 2 4
10122231102 | n1sin3eusardnnsyateyadmiunisusuaulueg 2 4
10122231103 | nsUSugulamalyausedvg (Fine-Tuning 2 4
Process)
10122231104 | nsUseiunakazUSuugsluea (Evaluation & 2 4
Optimization)
10122231105 | msihlunalulgauass (Deployment & 2 4
Integration)
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10122231101 ﬁug’mLLazLLu'Jﬁmm'sU%'uguiuma{]zy,mv']ﬂizawé (2:4)
QUszaATIEIV

el suminSenuduasineg Aeafuliuguesnfonsusugisatyysivg

A195UNYT18UN

Anwnieatulasiadieesluina Ay Language Model, Vision Model, Speech
Model WiaAn Pre-trained Model, Transfer Learning, Wag Fine-tuning ynaudladulunaleawny
@9sd L% U LLaMA, Mistral, Qwen, Whisper, Gemma n15%19114989 Hugging Face Ecosystem
w3eallonsldly wu Google Colab, LM Studio, Ollama, Kaggle

Anufuivaasssulumadingeiie Hugging Face naaadld Ollama %38 LM Studio
Wi olnanuazsulunanisluias 09 (Local Inference) 31As121ilassasaluina (parameters,

tokenization, layer visualization)

10122231102 nMsinseuLazdansyadayadmiunisusugulunag (2:4)
QUszaeAIIEIv
eligFumsindansfuasiinee masdomasdameyedeyadwsumsuiuguliieg
A195UNTIUN
AR UABUNSAS S Dataset dmSU A lassasatoyaluguwuu CSV, JSON,
JSONL matian5¥in Data Cleaning W@ Preprocessing N1 Tokenization way Normalization U8478A273
WIIMIIRNsYeyavualvgy Batch, Split, Train/Test) mMsld Dataset W51 Hugging Face vi30 Kaggle
AnUfURazne Dataset Yommdmiu Chatbot wuashiddonnundu JSONL iield
wsuluiea vin Tokenization A2y Transformers A9 ULAIAIEN Dataset @1%3U Fine-tuning 934
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10122231103 MsUuaulaaadyey1usezhvg (Fine-Tuning Process) (2:4)

QUszAATIEIN

el umsiindrniuagiinuy Aeatunsusuguliea (Fine-tuning) selaTesile
wazlunans

A95UNY T8IV

Anw1lATaa319n15UTUU (Training Pipeline) nsidanluiaalilningduany 1oy
LLaMA, DistilBERT, Whisper, TinyLLM AstEwmatia LoRA (Low-Rank Adaptation) way PEFT msé‘?@
ANNSILADS LU learning rate, batch size, epoch n1514 Google Colab GPU / Local CPU @113y
/15U N159AN1S Checkpoint Wag Model Output

AnUURas1e Notebook Fine-tuning Ui Google Colab Usuguluinadiag19ne
Dataset fiaf1slurderounth duiinuasnaaounadndnisin

10122231104 n1sUsziiunanazUsulssluaa (Evaluation & Optimization) (2:4)

QUszaATIEIN

el Sumsilnfanuiuagyinueg Aenfunsuszidiulszansamaedlanafiriiunns
U3u9u uazUiudmsiimesiftelilanadnsdimnyan

A8 UEIEIN

AnwkuIN1anIsUsEauluLeg Ly Accuracy, Fl-score, BLEU, ROUGE WANANIS
UFUUTINRdNS a8 Parameter Tuning 1514 Validation Set wag Cross-validation Wu3114n1589
Overfitting NMFAATIwNaANSOULAENAINTUTUY

AnUUaA eadu Ussidunalinadiiiunis Fine-tuning T1A1¥3AN Loss uaz
Accuracy NnaaIUsuAl Epoch, Batch size vt aufi uuszAns amdufinuazilSoufivunadnsly
JULUURMITN

10122231105 nsulanalulderuase (Deployment & Integration) (2:4)

WQUszAATIEIY

il el Sumsilnfleuuaesiney \endumai luinadiiiunisysugululdauailu
SyUUANg  wazideusentu APl wiie Web Interface 14
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AnwIluIAnn1s Deploy Tuiaa Al 35n150uinluwma (Save / Export / Convert
Format) n5tlsiaaduldanuniu APl Gradio, Streamlit n55ulaiaasiu Local %39 Server win
nMInsInn1sheitulunalazaulaendevedoya

AnufURAefunsunlumafiufuguiadaunyih Chatbot 3o Voicebot feena
Deploy W1 Streamlit / Gradio Uu Local naaadlda1uasitaziiausnaansuaslasanig
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